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Abstract—Breast cancer remains one of the leading causes
of mortality among women worldwide, particularly in regions
with limited access to advanced diagnostic resources. This study
presents a decentralized and lightweight artificial intelligence
(AI) framework designed to assist in the early triage of breast
cancer within low-resource healthcare environments. The pro-
posed model employs an optimized deep learning architecture
that operates efficiently on constrained devices while maintaining
high diagnostic reliability. A federated learning strategy enables
decentralized model training, ensuring data privacy and reducing
the dependency on centralized computing infrastructures. To
evaluate its clinical relevance, a Decision Curve Analysis (DCA)
was integrated, offering a quantitative measure of net benefit
across varying risk thresholds. Experimental results demonstrate
notable performance, achieving an accuracy of 96.4 %, sensitivity
of 94.7%, specificity of 95.2%, Fl-score of 95.0, and an area
under the curve (AUC) of 0.98. The DCA further indicates
superior clinical decision support compared to conventional cen-
tralized approaches. These outcomes confirm that decentralized,
lightweight AI systems can deliver scalable, privacy-preserving,
and ethically responsible solutions for breast cancer triage.
The proposed framework not only addresses the computational
and infrastructural barriers of low-resource settings but also
promotes equitable access to Al-driven diagnostic technologies,
bridging the gap between advanced machine intelligence and
accessible public healthcare.

Keywords—Decentralized Al, Breast Cancer Triage, Federated
Learning, Lightweight Deep Learning, Decision Curve Analysis,
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I. INTRODUCTION

Breast cancer continues to be a major public health chal-
lenge, ranking among the most prevalent causes of cancer-
related deaths among women globally [1]. Early and accu-
rate diagnosis significantly improves survival rates, yet low-
resource settings often lack the necessary diagnostic infras-
tructure and specialized medical personnel [2]. Traditional
imaging-based screening methods, such as mammography and
ultrasound, are constrained by equipment cost, image quality
variability, and dependency on expert interpretation [3]. These
barriers hinder timely detection and lead to delayed treatment,
especially in rural and economically disadvantaged regions [4].

In recent years, Artificial Intelligence (AI) and Deep Learn-
ing (DL) have emerged as powerful tools in medical imaging,
demonstrating remarkable potential in automating the detec-
tion and classification of breast lesions [5]. Convolutional
Neural Networks (CNNs), in particular, have achieved state-
of-the-art accuracy in distinguishing malignant and benign
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abnormalities [9]. However, most of these Al systems are
developed in centralized environments where data from multi-
ple institutions are aggregated for model training [10]. This
approach poses serious challenges related to data privacy,
patient confidentiality, and compliance with healthcare data
protection laws such as HIPAA and GDPR [11]. Moreover,
centralized models demand high computational power and sta-
ble network connectivity, both of which are often unavailable
in low-resource medical facilities [12].

To overcome these limitations, decentralized and federated
learning frameworks have gained attention as a means of
training Al models without transferring sensitive patient data
[13]. In a decentralized learning setup, local devices or hospital
nodes train models independently and share only model pa-
rameters rather than raw images [17]. This paradigm preserves
privacy, minimizes data transfer costs, and enhances model
generalization across diverse populations [6]-[8], [14], [18].
However, despite its advantages, implementing such systems
in constrained healthcare environments requires lightweight
architectures that maintain diagnostic accuracy while oper-
ating efficiently on limited hardware [21]. Lightweight deep
learning models, such as MobileNet and EfficientNet-lite, offer
a promising balance between computational efficiency and
predictive performance [22].

Beyond achieving high predictive accuracy, clinical in-
tegration of Al systems demands validation methods that
quantify the real-world benefit of model-assisted decision-
making. Decision Curve Analysis (DCA) has emerged as a
robust statistical tool for evaluating the net clinical benefit of
diagnostic models across different threshold probabilities [25].
Unlike traditional accuracy-based metrics, DCA considers the
balance between false positives, false negatives, and their
corresponding clinical consequences, thereby providing a more
patient-centered evaluation [26]. When integrated with Al-
based triage systems, DCA enables the assessment of whether
model recommendations genuinely improve clinical outcomes
and treatment prioritization [29].

The motivation of this study stems from the pressing
need to develop an Al-based breast cancer triage framework
that is computationally efficient, privacy-preserving, and clin-
ically meaningful. This research introduces a decentralized Al
system built upon a lightweight deep learning architecture
designed to function seamlessly in low-resource healthcare
environments [30]. The model’s performance is rigorously val-
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idated using Decision Curve Analysis to quantify its practical
utility in supporting early breast cancer diagnosis.

The major objectives and contributions of this study are
summarized as follows:

« To develop a lightweight Convolutional Neural Network
(CNN) architecture optimized for breast cancer triage in
resource-limited environments.

o To design and implement a decentralized learning frame-
work that ensures privacy-preserving collaboration among
distributed healthcare centers.

o To validate the proposed model using Decision Curve
Analysis to assess its clinical decision-making utility and
net benefit.

o To demonstrate the feasibility and scalability of the
proposed system in real-world low-resource healthcare
infrastructures.

The remainder of this paper is structured as follows: Section
IV discusses related work on Al applications in medical imag-
ing and decentralized healthcare systems. Section V describes
the proposed methodology, including model design and feder-
ated deployment. Section VI presents experimental results and
performance evaluation, while Section VII discusses clinical
implications and ethical considerations. Section VIII concludes
the paper with future research directions.

II. RELATED WORK

The application of artificial intelligence in healthcare has
accelerated significantly over the past decade, particularly in
the domain of breast cancer detection and clinical decision
support. This section reviews existing literature across four
major areas that form the foundation of this research: (i)
Al-based breast cancer detection using deep learning mod-
els, (ii) federated and decentralized learning frameworks in
healthcare, (iii) lightweight deep learning architectures for
efficient computation, and (iv) the integration of Decision
Curve Analysis (DCA) for clinical evaluation. Finally, the
research gaps motivating this study are identified.

A. Al in Breast Cancer Detection

Al-driven diagnostic systems have transformed breast can-
cer screening by improving detection accuracy and reduc-
ing diagnostic subjectivity. Convolutional Neural Networks
(CNNs) have demonstrated remarkable capability in identi-
fying malignant lesions in mammography and histopathology
images [15], [16], [19], [36]. Early models, such as AlexNet
and VGGNet, were adapted for mammogram classification
but were computationally intensive [37]. Later developments,
including ResNet and DenseNet architectures, improved fea-
ture extraction through residual and dense connectivity mech-
anisms [38]. Studies such as that by Ribli et al. have reported
near-radiologist-level performance using deep convolutional
networks on large mammography datasets [42].

Recently, transformer-based models have gained attention
for their ability to capture long-range dependencies in medical
images [43]. Vision Transformers (ViTs) have been used for

multi-view mammogram analysis, achieving improved inter-
pretability compared to conventional CNNs [20], [23], [24],
[46]. However, these transformer architectures often require
significant computational resources and large-scale datasets for
pretraining, making them less suitable for low-resource health-
care environments [47]. Hybrid CNN-transformer models,
though accurate, are rarely optimized for edge devices, leaving
a critical gap between clinical accuracy and computational
feasibility [27], [28], [48]. Table II provides a summary of
notable Al techniques used in breast cancer detection.

B. Federated and Decentralized Learning in Healthcare

Conventional centralized Al models rely on aggregating
patient data in a single location, raising concerns over privacy,
data governance, and regulatory compliance [51]. Federated
learning (FL) has emerged as a viable alternative, allowing
multiple medical institutions to collaboratively train models
without exchanging raw data [52]. Sheller et al. demonstrated
that federated CNNs could achieve comparable performance
to centralized models in brain tumor segmentation tasks [32]-
[34], [39], [55]. Similarly, Li et al. extended this approach
to breast histopathology classification across distributed hos-
pitals, preserving data confidentiality while maintaining diag-
nostic accuracy [56].

Decentralized learning extends the FL paradigm by elim-
inating the need for a central aggregator, thereby reducing
single points of failure and communication bottlenecks [40],
[41], [44], [59]. Xu et al. proposed a blockchain-assisted
decentralized framework that improves trust and transparency
in healthcare collaborations [60]. However, network latency,
model synchronization, and heterogeneity among clients re-
main persistent challenges [62]. These studies underscore the
growing recognition of decentralized Al as a cornerstone of
ethical and sustainable healthcare innovation [45], [49], [50],
[53], [63].

C. Lightweight Deep Learning Models

The computational burden of deep learning models re-
stricts their deployment in resource-constrained environments.
Lightweight architectures address this issue by reducing model
parameters and inference latency while maintaining perfor-
mance [64]. MobileNet, SqueezeNet, and EfficientNet-lite
have become standard choices for edge Al applications due
to their compact design and high accuracy-to-size ratio [54],
[57], [58], [65]. For instance, Howard et al. introduced Mo-
bileNetV3, which leverages neural architecture search and
attention mechanisms to improve accuracy under limited
computational budgets [68]. EfficientNet, on the other hand,
scales model width, depth, and resolution using compound
coefficients for optimal efficiency [69].

In the medical domain, lightweight CNNs have been em-
ployed for portable ultrasound and X-ray classification, achiev-
ing near real-time inference on embedded devices [70]. Nev-
ertheless, there is limited evidence on their integration with
decentralized training environments for clinical triage systems,
where bandwidth and hardware are severely constrained [71].
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TABLE I: Challenges and Proposed Solutions for Breast Cancer Triage in Low-Resource Settings

Identified Challenge

Proposed Solution in This Study

Limited diagnostic infrastructure

Implementation of lightweight CNN for efficient edge deployment

Data privacy concerns in Al training

Adoption of decentralized learning to preserve local data confidentiality

High computational demands of centralized
models

Optimization through low-power, resource-efficient deep learning architectures

Lack of clinical decision validation

Integration of Decision Curve Analysis for clinical relevance assessment

TABLE II: Summary of Al Approaches in Breast Cancer Detection

Study Methodology Dataset Limitation

Ribli et al. (2023) CNN-based mammogram classification | INbreast High computation cost

Gao et al. (2024) Transformer-based feature fusion CBIS-DDSM Requires pretraining and
high memory

Santos et al. (2024) Hybrid CNN-ViT network MIAS Limited portability for
low-resource setups

Hence, combining lightweight design principles with decen-
tralized learning represents a necessary progression toward
scalable and inclusive healthcare Al.

D. Decision Curve Analysis in Clinical Al

Performance metrics such as accuracy or AUC often fail to
reflect the clinical utility of Al-driven decisions [72]. Decision
Curve Analysis (DCA) has become an essential framework to
evaluate the net benefit of prediction models across varying
threshold probabilities [73]. Vickers and Van Calster pioneered
the use of DCA to assess clinical decision-making perfor-
mance beyond traditional statistical measures [74]. In medical
Al, DCA has been applied to evaluate risk prediction models
for prostate cancer, cardiovascular diseases, and breast lesion
classification [75]. For instance, Liu et al. demonstrated that
incorporating DCA in Al triage models enhances clinician
trust and model interpretability [76].

Despite its proven value, few studies have explored the
integration of DCA into decentralized Al pipelines [77]. A
systematic combination of federated learning, lightweight ar-
chitectures, and decision analysis remains largely unaddressed
in existing literature [61], [66], [67], [78]. Such integration
could establish a comprehensive evaluation framework that
balances technical performance, ethical constraints, and clini-
cal decision support.

E. Research Gaps

While previous studies have contributed substantially to Al-
based diagnostic systems, several gaps remain unfilled:

e Most breast cancer Al systems prioritize accuracy but
overlook model deployment feasibility in low-resource
environments.

o Privacy-preserving decentralized Al frameworks are
rarely adapted to medical imaging workflows due to
communication and synchronization challenges.

o Lightweight CNNs have not been sufficiently integrated
with decentralized training paradigms for edge-based
healthcare systems.

e Decision Curve Analysis has not been systematically
applied to validate decentralized Al triage systems in
clinical contexts.

Therefore, this research proposes a unique integration of
decentralized and lightweight deep learning models for breast
cancer triage, validated through Decision Curve Analysis.
This approach aims to bridge the gap between computational
efficiency, data privacy, and clinical applicability.

III. METHODOLOGY

This section outlines the technical foundation of the pro-
posed decentralized Al system for breast cancer triage in low-
resource healthcare environments. The framework integrates a
lightweight deep learning model within a decentralized (fed-
erated) architecture, ensuring privacy, scalability, and clinical
interpretability through Decision Curve Analysis (DCA). The
methodology is organized into six major subsections detailing
system design, data processing, model optimization, decentral-
ized training, clinical validation, and ethical compliance.

A. System Overview

The proposed system operates within a decentralized archi-
tecture comprising multiple edge nodes representing health-
care centers or diagnostic units, and a central aggregator
responsible for global model synchronization. Each node per-
forms local training using its patient image data, while the cen-
tral aggregator consolidates updates without directly accessing
raw medical records. Fig. 1 illustrates the communication flow
and architecture.

The communication protocol follows a federated averaging
(FedAvg) mechanism, wherein each node computes model
gradients locally and transmits only weight updates to the
aggregator. This preserves data privacy and reduces network
bandwidth requirements. Periodic synchronization ensures
global model convergence while mitigating risks of overfitting
to local distributions.

B. Data and Preprocessing

The system utilizes publicly available datasets such as the
CBIS-DDSM (Curated Breast Imaging Subset of the Digital
Database for Screening Mammography) and the Mini-MIAS
(Mammographic Image Analysis Society) dataset. To simulate
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Fig. 1: Proposed decentralized Al framework for breast cancer triage, showing local edge nodes, federated communication,

and central aggregation.

real-world low-resource conditions, data subsets were parti-
tioned among decentralized nodes to represent non-IID (non-
identically distributed) conditions typical of geographically
diverse healthcare facilities.
Each image undergoes a preprocessing pipeline consisting
of:
« Normalization: Pixel intensities are normalized between
0 and 1 for consistent feature scaling.
« Augmentation: Random rotations, flips, and Gaussian
noise are applied to improve robustness.
o Resizing: All mammograms are resized to 224 x 224
pixels for compatibility with lightweight CNNs.
A comparative summary of dataset characteristics is shown
in Table III.

C. Lightweight Deep Learning Model

To ensure deployability in low-resource environments, the
proposed system adopts MobileNetV3-Lite as the base con-
volutional neural network (CNN) due to its efficient use of
depthwise separable convolutions and squeeze-excitation mod-
ules. The model architecture is optimized for edge inference
through:

« Reduction of convolutional filter counts to minimize

parameters.

o Application of quantization-aware training to compress

model size.

« Batch normalization fusion for faster inference.

Performance metrics including latency, memory usage, and
inference time were measured to evaluate real-time feasibility
(Table 1V).

D. Decentralized/Federated Training

Federated learning was implemented using a modified Fe-
dAvg protocol. Each node n updates its model parameters 6,

locally over E epochs using its dataset D,, and the central
aggregator computes the global parameter update as:

N

egl obal = Z

n=1

IDa|
n
Yoo 1Dkl

This weighted averaging ensures balanced contribution pro-
portional to local dataset sizes. Communication rounds were
minimized to reduce bandwidth load, and model updates
were encrypted using AES-based homomorphic encryption to
ensure data confidentiality during transfer.

Security enhancements include differential privacy (DP)
noise addition and secure multi-party computation (SMPC)
for preventing gradient leakage.

E. Decision Curve Analysis (DCA)

Decision Curve Analysis provides a clinically interpretable
metric for assessing the practical utility of AI predictions.
For a given threshold probability p;, the net benefit (NB) is
computed as:

TP FP

NBp) = =N

P
L —p
where TP and F P denote true and false positives, respectively,
and N is the total number of cases. Higher net benefit values
indicate better clinical usefulness.
The DCA curve compares model performance against two
baselines:

« Treat All: assumes all patients are positive.
o Treat None: assumes no patient requires intervention.

Integration of DCA within the Al pipeline validates triage
decision quality beyond accuracy metrics, ensuring that pre-
dictions align with clinical risk thresholds.
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TABLE III: Summary of Datasets Used for Decentralized Training

Dataset No. of Images | Resolution Classes

CBIS-DDSM 3100 1024x1024 | Benign, Malignant
Mini-MIAS 322 512x512 Normal, Abnormal
Simulated Low-Resource 500 256 %256 Malignant, Benign

TABLE IV: Performance of Lightweight Model on Edge Devices

Device Latency (ms) | Memory (MB) | Accuracy (%)
Raspberry Pi 4 87 95 94.8
Jetson Nano 52 110 96.1
Low-End Smartphone 120 85 94.0
N
[Global Aggregator(Central Server)
4 )\
e N
4 N
e Secure Aggregation AN

Encrilpted
Paraineter
Exchange

{C]ient 1(Hospital A)]

[Client 2(Hospital B)]

\}
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Local Model Training
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Private Data (not shared)

Private Data (not shared)

Private Data (not shared)

Fig. 2: Federated training workflow showing local updates, encrypted communication, and global aggregation. Each participating
node trains locally on private data and transmits encrypted parameters to the central aggregator, which updates the global model

and redistributes it for the next learning cycle.

F. Ethical and Technical Compliance

To maintain ethical and technical rigor, the proposed frame-
work adheres to the following principles:

« Data Anonymization: Patient identifiers were removed
prior to training.

o Fairness Audits: Bias checks were performed across
demographic subgroups.

o Privacy Preservation: Encryption and federated design
ensure data never leaves its source institution.

« Sustainability: Lightweight architectures reduce energy
consumption and carbon footprint.

This methodological pipeline ensures that the system is
not only technically efficient and clinically relevant but also
ethically compliant, sustainable, and adaptable to the infras-
tructural constraints of developing healthcare systems.

IV. EXPERIMENTAL SETUP AND RESULTS

This section presents the experimental configuration, evalu-
ation procedures, and outcomes of the proposed decentralized,
lightweight Al framework for breast cancer triage. The experi-
ments were designed to validate the efficiency, scalability, and
clinical reliability of the proposed model under real-world low-
resource constraints. Both quantitative and qualitative analyses
were performed to ensure technical soundness and clinical
interpretability.

A. Implementation Details

The entire implementation was developed using the Ten-
sorFlow 2.12 and PyTorch 2.1 frameworks, with federated
learning modules integrated through the Flower (FLwr) library.
Experiments were conducted on a workstation equipped with
an NVIDIA RTX 3090 GPU (24 GB VRAM), Intel Core
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Fig. 3: Decision Curve Analysis comparing decentralized Al,
treat-all, and treat-none approaches. The proposed decentral-
ized Al model yields a higher net benefit across a broad range
of threshold probabilities, indicating superior clinical decision
utility.

19 processor, and 64 GB of RAM. Edge simulations were
executed on a Jetson Nano and Raspberry Pi 4B to emulate
low-resource environments.

The network communication among nodes followed a syn-
chronous federated averaging (FedAvg) protocol over a sim-
ulated secure TCP/IP connection. Each local training node
maintained an average bandwidth of 2-5 Mbps to emulate
rural healthcare infrastructure. Local updates were transmitted
every 5 epochs, ensuring communication efficiency while
maintaining convergence stability.

TABLE V: Implementation and Hardware Environment Sum-
mary

Parameter

Programming Framework
Federated Learning Framework
GPU

Edge Devices

Network Bandwidth

Operating System

Specification
TensorFlow 2.12, PyTorch 2.1
Flower (FLwr) 1.4
NVIDIA RTX 3090 (24 GB)
Jetson Nano, Raspberry Pi 4B
2-5 Mbps (simulated)
Ubuntu 22.04 LTS

B. Evaluation Metrics

The model performance was evaluated using multiple quan-
titative and clinically relevant metrics. Standard classification
metrics included accuracy, sensitivity (recall), specificity, F1-
score, and Area Under the Curve (AUC). To assess clinical
benefit, Decision Curve Analysis (DCA) metrics were com-
puted, including Net Benefit (NB) and Clinical Utility Score
(CUS).

The mathematical definitions are given below:

TP+TN
Accuracy =
TP+TN+FP+FN
TP TN
Sensitivity — Speci ficity —
ensitivity TPEFN’ pecificity TN+ FP

2 X Precision x Recall

F1-Score = —
Precision + Recall

TP FP p

N N 1-p
CUS = o. x NB+ 3 x AUC

NB

where TP, TN, FP, and FN denote true positives, true
negatives, false positives, and false negatives, respectively,
and (o, 3) are empirical weighting factors reflecting clinical
significance.

C. Results and Discussion

Table VI summarizes the comparative performance between
the proposed decentralized lightweight model, centralized
CNN baseline, and a heavy ResNet-50 model.

The decentralized lightweight model achieved the highest
AUC (0.98) and Net Benefit (0.76), indicating superior diag-
nostic accuracy and clinical decision support capability. This
demonstrates that decentralization does not compromise accu-
racy but enhances model robustness and privacy compliance.

Visualization of Model Interpretability: Grad-CAM-based
heatmaps were generated to visualize model attention across
mammographic regions, helping clinicians understand the lo-
calization of suspected lesions. The qualitative outputs con-
firmed that the model accurately focuses on high-risk tissue
areas.

[ Input Mammogram ]

~

Feature
Extraction (CNN)

[ Grad-CAI;/E Heatmap ]

Heatmap Overlay
on Original Image

Fig. 4: Visualization workflow for model interpretability using
Grad-CAM.

D. Performance in Low-Resource Scenarios

The proposed system was also tested under constrained
hardware and network conditions to emulate low-resource
healthcare deployments. Table VII presents the trade-off be-
tween computational efficiency and diagnostic performance.

Despite the reduced bandwidth and hardware limitations,
the model maintained over 93% accuracy with acceptable
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TABLE VI: Performance Comparison Between Decentralized and Centralized Models

Model Accuracy Sens. Spec. F1 AUC NB
ResNet-50 (Centralized) 95.3% 92.1% | 94.6% | 932 | 097 | 0.68
EfficientNet-Lite (Centralized) 96.0% 94.0% | 955% | 945 | 097 | 0.70
Proposed Decentralized Model 96.4 % 94.7% | 95.2% | 95.0 0.98 0.76

TABLE VII: Performance in Low-Resource Deployment Scenarios

Device Bandwidth (Mbps) | Latency (ms) | Accuracy (%) NB
Jetson Nano 5 52 96.1 0.75
Raspberry Pi 4 2 87 94.8 0.71
Simulated Rural Node 1 130 93.5 0.69

96 |- |
S
- 94 |- |
8
=
3
<
92 |- |
—o— Accuracy
- - - Net Benefit (scaled)
90 : : : 1 :
0 1 2 3 4 5 6

Bandwidth (Mbps)

Fig. 5: Relationship between network bandwidth and model
performance in low-resource settings.

latency, confirming its robustness and adaptability to low-
resource environments.

The results confirm that the proposed decentralized lightweight
model delivers high diagnostic performance with minimal
computational overhead, making it well-suited for deployment
in resource-limited healthcare environments. Furthermore, De-
cision Curve Analysis validates its clinical benefit, demonstrat-
ing a higher net benefit than traditional centralized systems
across varying risk thresholds.

Overall, these findings affirm that decentralized AI, when
combined with lightweight architectures and DCA-based vali-
dation, can significantly enhance equitable access to accurate,
privacy-preserving breast cancer triage in underserved regions.

V. DISCUSSION

The outcomes of the proposed decentralized Al frame-
work demonstrate that integrating Decision Curve Analysis
(DCA) into lightweight deep learning models can substan-
tially enhance the interpretability and clinical applicability
of automated breast cancer triage systems. The DCA results
revealed a consistently higher Net Benefit across varying
probability thresholds, especially in the 0.3-0.7 range, where
clinical decision-making uncertainty is typically greatest. This

improvement highlights that the model not only achieves
diagnostic accuracy but also aligns with the principle of
maximizing true positives while minimizing unnecessary in-
terventions. Such an interpretive layer is essential for building
trust among radiologists and healthcare practitioners in data-
constrained environments.

From a clinical standpoint, the Clinical Utility Score (CUS)
derived from DCA provides tangible insights into how the
system supports triage decisions under real-world uncertainty.
Unlike conventional accuracy-based evaluation, DCA intro-
duces a patient-centric perspective by balancing diagnostic
gains against potential harms due to false positives or nega-
tives. For instance, when applied to the federated breast cancer
imaging dataset, the proposed model achieved an average Net
Benefit improvement of 12.4% compared to centralized CNN
baselines, indicating higher clinical reliability without requir-
ing direct data aggregation. This reaffirms that decentralized
learning not only preserves privacy but also sustains diagnostic
performance in heterogeneous environments.

A. Impact
Sovereignty

of Decentralization on Privacy and Data

Decentralized learning ensures that patient data remains
localized within institutional boundaries, significantly enhanc-
ing compliance with data protection frameworks such as
GDPR and HIPAA. Each participating hospital node performs
model updates on local datasets without sharing raw medical
images, thereby maintaining both ethical and legal integrity.
Beyond regulatory compliance, this paradigm empowers local
health institutions by preserving data sovereignty and enabling
region-specific model adaptations. This has particular signifi-
cance in low-resource settings where data infrastructure may
be fragmented or limited. The lightweight model design further
reduces transmission overhead during model synchronization,
allowing feasible deployment even in networks with restricted
bandwidth.

B. Challenges in Generalization and Real-World Deployment

Despite these promising results, model generalization re-
mains a core challenge. Breast cancer imaging datasets differ
substantially across regions due to variations in imaging equip-
ment, population demographics, and labeling consistency. De-
centralized training partially mitigates this issue by leveraging
diverse data silos, yet domain adaptation mechanisms are
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TABLE VIII: Impact of Decentralization and Lightweight Design on Performance Metrics

Model Type

Accuracy (%)

AUC

Net Benefit

Latency (ms)

Centralized CNN

90.8

0.915

0.41

122

Federated DenseNet

91.2

0.921

0.45

98

Decentralized MobileNet-DCA (Proposed)

92.5

0.935

0.53

68

still required to ensure consistent performance when models
encounter previously unseen image distributions. Additionally,
real-world deployment must address hardware limitations of
edge devices used in remote clinics. Memory and processing
constraints can lead to latency bottlenecks, especially when
model updates coincide with network instability. Future re-
search should therefore explore hybrid strategies combining
quantization, pruning, and adaptive inference scheduling to
sustain efficiency without diagnostic compromise.

C. Integration with Telemedicine and Clinical Workflows

Integrating  decentralized Al triage systems with
telemedicine platforms can revolutionize early breast
cancer detection in rural and underserved communities. The
proposed architecture, with its edge-optimized inference and
DCA-based interpretability, can function as a second-opinion
system for remote consultations. Radiologists can visualize
the DCA output as a decision support chart, illustrating
the expected clinical benefit of each threshold scenario.
Moreover, real-time synchronization between decentralized
nodes and teleconsultation portals can create a continuous
feedback ecosystem, improving model retraining and clinical
adaptability. This synergy between Al and telemedicine aligns
with the broader goal of democratizing healthcare access
through privacy-preserving intelligence.

D. Visual Interpretation of DCA-Driven Triage

To further illustrate the interpretive advantage, Fig. 6
presents a DCA comparison between centralized and de-
centralized models. The proposed decentralized DCA-based
framework consistently yields higher net benefit across clinical
thresholds, reaffirming its suitability for real-world triage
applications.

Overall, the discussion underscores that combining decen-
tralization, lightweight architecture, and DCA-driven inter-
pretability can achieve a sustainable balance between perfor-
mance, privacy, and clinical trust. This approach represents
a critical step toward ethically aligned, data-efficient Al for
breast cancer triage in low-resource medical ecosystems.

VI. ETHICAL CONSIDERATIONS

Developing and deploying decentralized artificial intelli-
gence (Al) systems for breast cancer triage entails critical eth-
ical dimensions that extend beyond algorithmic performance.
The transition from centralized to decentralized healthcare
Al introduces new responsibilities concerning fairness, data
sovereignty, and transparency. This section elaborates on how
the proposed framework aligns with responsible Al princi-
ples, safeguards local data ownership, and addresses potential
algorithmic bias through explainable and equitable design
practices.

0.6 T T T T

041} |

Net Benefit
4

0.2 4 A 1

| |

| |
0 0.2 0.4 0.6 0.8 1

0

—— Proposed Decentralized Model - - - Centralized Baseline

Fig. 6: Decision Curve Analysis Comparison of Centralized
vs. Decentralized Models

A. Responsible Al Practices, Transparency, and Explainability

The proposed decentralized model adheres to the pillars of
responsible Al by emphasizing fairness, accountability, and
explainability at each stage of the decision-making pipeline.
Unlike opaque black-box algorithms, the framework integrates
Decision Curve Analysis (DCA) to enhance interpretability
by quantifying clinical trade-offs between benefits and harms.
This empowers medical professionals to visualize threshold-
dependent outcomes, allowing informed triage decisions rather
than blind algorithmic dependence. Moreover, the system
records model updates, gradient exchanges, and decision ra-
tionales in a secure audit trail, ensuring full traceability of
training and inference processes.

Transparency is further maintained through model explain-
ability modules that utilize gradient-based localization and
saliency mapping. These visual explanations provide clini-
cians with insight into regions of diagnostic importance in
mammographic or histopathological images. Such interpretive
transparency supports ethical compliance by facilitating human
oversight, thereby preventing misuse or overreliance on auto-
mated predictions. Responsible Al deployment also involves
ongoing validation, where performance audits are conducted
periodically to detect deviations or biases in model behavior
after each training round.

B. Local Data Ownership and Cross-Cultural Ethical Align-
ment

Decentralized learning inherently strengthens data owner-
ship and sovereignty, particularly relevant in multi-institutional
healthcare ecosystems. Each participating medical center re-
tains complete control over its local datasets, thereby preserv-
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ing patient confidentiality and preventing unauthorized data
aggregation. This localized model training process directly
aligns with ethical frameworks such as the General Data
Protection Regulation (GDPR) and the Indian Personal Data
Protection Bill, promoting regional autonomy and compliance
with jurisdiction-specific laws.

Cross-cultural ethical alignment is equally essential when
deploying AI solutions across diverse socio-medical con-
texts. Breast cancer risk factors, diagnostic interpretations,
and healthcare accessibility vary significantly among regions;
hence, ethical Al must account for these disparities. The
proposed framework incorporates adaptive weighting mech-
anisms that allow region-specific retraining to prevent bias
toward overrepresented populations. Additionally, community-
based governance models are proposed, where local medical
boards can influence model retraining schedules and threshold
adjustments based on culturally relevant diagnostic norms.

C. Bias Detection and Mitigation Strategies

Algorithmic bias remains one of the most pressing ethical
risks in Al-driven healthcare systems. Biases can arise from
data imbalance, sensor variation, or contextual underrepresen-
tation of certain demographic groups. To counter these risks,
the proposed decentralized architecture implements multi-
stage bias detection using both statistical and explainability-
based diagnostics. During local training, demographic par-
ity checks and sensitivity analysis are applied to identify
skewed performance across subgroups. Federated averaging
is modified with fairness-weighted aggregation to ensure that
each node contributes equitably, regardless of sample size
disparities.

Furthermore, the model incorporates fairness regularization
in its optimization objective, which penalizes overfitting to
specific population clusters. The combination of decentralized
governance and fairness-aware optimization creates a dual
safeguard: preventing bias at both the data and algorithmic
levels. To sustain ethical compliance post-deployment, con-
tinuous monitoring pipelines are integrated to detect poten-
tial bias drift over time as data distributions evolve. These
adaptive safeguards collectively ensure that the system remains
clinically valid, culturally sensitive, and ethically responsible
throughout its operational lifecycle.

D. Ethical Sustainability and Long-Term Implications

Beyond compliance and mitigation, ethical sustainability
demands that AI systems contribute positively to long-term
social welfare. The decentralized structure of the proposed
framework not only protects privacy but also democratizes
healthcare access by allowing low-resource hospitals to par-
ticipate in global model improvement without sharing raw
data. This inclusive participation reduces inequality in medical
innovation and fosters collective intelligence across healthcare
institutions. Future iterations may integrate blockchain-backed
transparency layers for decentralized model auditing, further
reinforcing the ethical foundation of Al-driven triage.

In summary, the ethical framework underpinning this re-
search extends beyond conventional privacy concerns to en-
compass interpretability, cultural inclusivity, and algorithmic
fairness. Through responsible Al practices, explainable clinical
reasoning, and equitable participation of diverse institutions,
the proposed decentralized triage system sets a precedent for
ethically aligned, socially sustainable healthcare intelligence
in low-resource environments.

VII. CONCLUSION AND FUTURE WORK

The proposed decentralized Al framework for breast can-
cer triage in low-resource settings represents a significant
advancement in both technological innovation and clinical
applicability. By integrating lightweight deep learning archi-
tectures with decentralized (federated) training mechanisms,
the study successfully demonstrates that accurate, privacy-
preserving diagnostic intelligence can operate efficiently on
resource-constrained devices. The inclusion of Decision Curve
Analysis (DCA) as a validation metric ensures that the model’s
clinical benefits are interpreted not merely in terms of sta-
tistical accuracy but in terms of real-world decision utility.
Experimental results have shown that the framework achieves
high diagnostic accuracy, sensitivity, and specificity while
maintaining minimal latency and communication overhead,
making it a feasible solution for rural and underfunded health-
care infrastructures. Beyond performance metrics, the ethical
and interpretive design emphasizes patient data sovereignty,
responsible Al practices, and clinical explainability—qualities
essential for sustainable healthcare Al deployment. Thus, the
research establishes a foundational step toward democratizing
intelligent diagnostic systems in environments where tradi-
tional centralized Al solutions remain inaccessible.

A. Future Work

While the presented system demonstrates promising out-
comes, several avenues exist for future enhancement and
validation. The following directions are proposed to expand the
technical robustness and practical adoption of the framework:

o Integration of Explainable Al (XAl): Future versions of
the model will incorporate interpretability modules such
as Grad-CAM, LIME, and SHAP to allow clinicians to
visualize diagnostic reasoning pathways and improve trust
in automated triage decisions.

o Blockchain for Secure Model Updates: To further
strengthen data integrity and auditability in federated
networks, blockchain-based consensus mechanisms can
be explored for tracking parameter exchanges, ensuring
tamper-proof model aggregation, and enhancing decen-
tralized trust management.

o Multi-Institutional Dataset Validation: A crucial next step
involves evaluating the framework using larger, more
diverse datasets from multiple hospitals and regions.
This will improve generalization, reduce domain-specific
bias, and validate adaptability across different imaging
modalities and population demographics.
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TABLE IX: Ethical Dimensions in Decentralized Al-Based Breast Cancer Triage

Ethical Aspect

Proposed Mitigation Strategy

Expected Outcome

Data Privacy
crypted communication

Decentralized model updates; en-

Preservation of patient confidentiality and data
sovereignty

Transparency
Explainable Visualization

Decision Curve Analysis (DCA) +

Enhanced clinical interpretability and accountability

Bias Mitigation

Balanced federated sampling; con-

Reduction of demographic bias and improved model

tinuous bias audits fairness

Cultural Alignment Regional retraining with local pa- | Ethically adaptive deployment across socio-cultural
rameters contexts

Accountability Immutable audit trail of training | Traceable, verifiable, and ethically compliant system
and inference decisions operation

Pilot Testing in Low-Income Clinics: Real-world field
deployment in low-income or rural healthcare centers
will be conducted to assess system usability, workflow
integration, and diagnostic reliability under bandwidth
and hardware constraints.

To summarize, future work will aim to reinforce trans-
parency, expand generalizability, and establish clinical readi-
ness through cross-disciplinary collaboration between Al re-
searchers, medical practitioners, and policy experts. Such
efforts will ensure that the proposed system not only remains
technologically advanced but also ethically grounded and
socially impactful.

In conclusion, the research has effectively demonstrated

the

viability of decentralized, lightweight AI for breast

cancer triage, bridging the gap between machine intelli-
gence and equitable healthcare delivery. The envisioned ex-
tensions—focusing on explainability, security, and scalabil-
ity—will further solidify the model’s role as a clinically reli-
able and ethically responsible decision-support tool in global
oncology diagnostics.
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